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1. Introduction

Let A be the class of functions of the form

(1.1) f(z) = z +
∞∑

k=2

akz
k,

analytic in the open unit disk ∆ = {z : z ∈ C and |z| < 1}. Let S
denote the class of functions f ∈ A which are univalent in ∆. If f and g

are analytic in ∆, we say that f is subordinate to g, written symbolically
as

f ≺ g or f(z) ≺ g(z) (z ∈ ∆)

if there exists a Schwarz function w(z), is analytic in ∆ (with w(0) = 0
and |w(z)| < 1 in ∆) such that f(z) = g(w(z)), z ∈ ∆. In particu-
lar, if the function g(z) is univalent in ∆, then we have the following
equivalence:

f(z) ≺ g(z)(z ∈ ∆) ⇔ f(0) = g(0) and f(∆) ⊆ g(∆).

A function f ∈ A is said to be in the class of uniformly convex
functions of order γ and type β, denoted by β − UCV (γ) (see [5]) if

(1.2) ℜ

{

1 +
zf ′′(z)

f ′(z)

}

> β

∣
∣
∣
∣

zf ′′(z)

f ′(z)

∣
∣
∣
∣
+ γ,

where β ≥ 0, −1 ≤ γ < 1, β + γ ≥ 0 and it is said to be in the
corresponding class denoted by β − SP (γ) if

(1.3) ℜ

{
zf ′(z)

f(z)

}

> β

∣
∣
∣
∣

zf ′(z)

f(z)
− 1

∣
∣
∣
∣
+ γ,

where β ≥ 0, −1 ≤ γ < 1 and β + γ ≥ 0.
These classes generalize various other classes which are worthy to

mention here. For example the class β−UCV (0) = β−UCV is the known
class of β− uniformly convex functions (see [12]). Using the Alexander
type relation, we can obtain the class β − SP (γ) in the following way:

f ∈ β − SP (γ) ⇔
1

z

∫ z

0

f(t)dt ∈ β − UCV (γ) or

f ∈ β − UCV (γ) ⇔ zf ′ ∈ β − SP (γ).

The class 1 − UCV (0) = UCV of uniformly convex functions was
defined by Goodman (see [11]) while the class 1 − SP (0) = SP was
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considered by Ronning in [24]. The classes 1 − UCV (γ) = UCV (γ) and
1 − SP (γ) = SP (γ) were investigated by Ronning in [23]. Furthermore,
the classes β−UCV (0) = β−UCV and β−SP (0) = β−SP, respectively,
were defined by Kanas and Wisniowska in [12] and [13].

Geometric interpretation. It is known that f ∈ β − UCV (γ) and

g ∈ β − SP (γ) if and only if 1 + zf ′′(z)
f ′(z)

and zg′(z)
g(z)

, respectively, takes all
the values in the conic domain Rβ,γ which is included in the right half
plane ℜ(w) > β+γ

1+β
and is given by

Rβ,γ :=

{

w = u + iv ∈ C : u > β
√

(u − 1)2 + v2 + γ,(1.4)

β ≥ 0 and γ ∈ [−1, 1)

}

.

Let P̂β,γ = 1 + P1z + . . . denote the function which maps the unit
disk conformally onto the domain Rβ,γ given in (1.4). Let ∂Rβ,γ be a
curve defined by the equality

∂Rβ,γ :=

{

w = u + iv ∈ C : u2 =
(

β
√

(u − 1)2 + v2 + γ
)2

,(1.5)

β ≥ 0 and γ ∈ [−1, 1)

}

.

After some elementary calculations, we saw that for β 6= 0, ∂Rβ,γ

represent conic curves symmetric about the real axis. Thus the region
Rβ,γ is an elliptic domain for β > 1, a parabolic domain for β = 1, a
hyperbolic domain for 0 < β < 1 and the right half plane ℜ(w) > γ, for
β = 0.

The functions P̂β,γ play the role of extremal functions of the classes

P(P̂β,γ) were obtained in [12] (also see [1], [3] and for place Taylor series

expansion of P̂β,γ, [15], [24]) as follows:

(1.6) P̂β,γ(z) =







1+(1−2γ)z
1−z

, β = 0,

1 + 2(1−γ)
π2

(

log 1+
√

z

1−√
z

)2

, β = 1,

1−γ

1−β2 cos
{

2
π
(arccos β)i log 1+

√
z

1−√
z

}

− β2−γ

1−β2 , 0<β <1,

1−γ

β2−1
sin

(

π
2K(t)

∫ u(z)√
t

0
1√

1−x2
√

1−t2x2 dx

)

+ β2−γ

β2−1
, β > 1,
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where u(z) = z−
√

t

1−
√

tz
, t ∈ (0, 1), z ∈ ∆ and t is chosen such that β =

= cosh πK′(t)
4K(t)

, K(t) is Legendre’s complete elliptic integral of the first

kind and K′(t) is the complementary integral of K(t).
For two analytic functions

f(z) = z +
∞∑

k=2

akz
k and g(z) = z +

∞∑

k=2

bkz
k,

their Hadamard product (or convolution) is defined by

(f ∗ g)(z) := z +
∞∑

k=2

akbkz
k (z ∈ ∆).

Note that f ∗ g ∈ A. Define the incomplete Beta function ϕ(a, c), for
a ∈ R; c 6= 0,−1,−2, . . . by

(1.7) ϕ(a, c; z) := z +

∞∑

k=1

(a)k

(c)k

zk+1 (z ∈ ∆),

where (κ)n is the Pochhammer symbol (or the shifted factorial) in terms
of the Gamma function, given by

(κ)n :=
Γ(κ + n)

Γ(κ)
=

{

1 n = 0,

κ(κ + 1) . . . (κ + n − 1) n ∈ N := {1, 2, . . .}.

The Carlson–Shaffer operator (see [6]) L(a, c) is defined in terms of
Hadamard product by

(1.8a) L(a, c)f(z) = ϕ(a, c; z) ∗ f(z), z ∈ ∆, f ∈ A.

Note that L(a, a) is the identity operator and L(a, c) = L(a, b)L(b, c),
(b, c 6= 0,−1,−2, . . . ).

We also need the following definition of fractional derivative.

Definition 1.1 (see [19]). The fractional derivative of order α is defined,

for a function f (z ), by Dα
z f(z) := 1

Γ(1−α)
d
dz

∫ z

0
f(ζ)

(z−ζ)α dζ (0 ≤ α < 1) ,

where f is an analytic function in a simply connected domain of the
z−plane containing the origin and the multiplicity of (z−ζ)−α is removed
by requiring log(z − ζ) to be real when z − ζ > 0.

Using Dα
z Owa and Srivastava (see [20]) introduced and studied

the operator Ωα : A → A, which is known as an extension of fractional
derivative and fractional integral, as follows
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Ωαf(z) = Γ(2 − α)zαDα
z f(z) = (α ∈ [0, 1))(1.9)

= z +

∞∑

k=2

Γ(k + 1)Γ(2 − α)

Γ(k + 1 − α)
akz

k =

= ϕ(2, 2 − α; z) ∗ f(z) =

= L(2, 2 − α)f(z).

Note that Ω0
zf(z) = f(z).

The linear multiplier fractional differential operator D
n,α
λ,µf : A → A

was defined by Orhan et al. in [18] as follows

(1.10)

D
0,α
λ,µf(z) = f(z)

D
1,α
λ,µf(z) = Dα

λ,µf(z) = λµz2[Ωαf(z)]′′+

+ (λ − µ)z[Ωαf(z)]′+(1−λ+µ)[Ωαf(z)]

...

D
n,α
λ,µf(z) = Dα

λ,µ

(
D

n−1,α
λ,µ f(z)

)

where λ ≥ µ ≥ 0, 0 ≤ α < 1 and n ∈ N0 = N ∪ {0}.
If f is given by (1.1) then from the definitions of the D

n,α
λ,µ and Ωα

it is easy to see that

(1.11) D
n,α
λ,µf(z) = z +

∞∑

k=2

Ψk,n(λ, µ, α)akz
k

where

(1.12) Ψk,n(λ, µ, α) =

[
Γ(k+1)Γ(2−α)

Γ(k + 1 − α)
(1+(λµk+λ−µ)(k−1))

]n

.

From (1.9) and (1.12), the operator D
n,α
λ,µf(z) can be written, in

terms of convolution as
(1.13)
D

n,α
λ,µf(z) = [(ϕ(2, 2−α; z) ∗ gλ,µ(z)) ∗ · · · ∗ (ϕ(2, 2−α; z) ∗ gλ,µ(z))]

︸ ︷︷ ︸

n-times

∗f(z)

where
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gλ,µ(z) =
z3(1 − λ + µ) + z2(λ − µ + 2λµ − 2) + z

(1 − z)3
=

= z +

∞∑

k=2

(1 + (λµk + λ − µ)(k − 1)) zk.

It should be remarked that the operator D
n,α
λ,µ is a generalization of

many other linear operators considered earlier. In particular, for f ∈ A
we have the following:

a. D
n,0
1,0 f(z) ≡ Dnf(z), the operator introduced by Sălăgean (see [28]).

b. D
n,0
λ,0f(z) ≡ Dn

λf(z), the operator defined and studied by Al-Oboudi
(see [2]).

c. D
1,α
0,0 f(z) ≡ Ωαf(z), the fractional derivative operator introduced by

Owa and Srivastava (see [20]).

d. D
n,0
λ,µf(z) ≡ Dn

λ,µf(z), the operator worked by Răducanu and Orhan
(see [22]) also Deniz and Orhan (see [7]).

e. D
n,α
λ,0 f(z) ≡ D

n,α
λ f(z), the operator investigated by Al-Oboudi and

Al-Amoudi (see [3]).

f. D
1,α
λ,0f(z) ≡ Dα

λf(z), the operator introduced by Noor et al. (see [17]).

Using the operator D
n,α
λ,µ , authors defined in [8] and [18] the classes

β − UCV
n,α

λ,µ (γ) and β − SP
n,α
λ,µ (γ) as follows

Definition 1.2. For λ ≥ µ ≥ 0, 0 ≤ α < 1, β ≥ 0, −1 ≤ γ < 1
andβ + γ ≥ 0 a function f ∈ A is said to be in the class β − UCV

n,α
λ,µ (γ)

if it satisfies the following condition:

(1.14) ℜ

{

1 +
z(Dn,α

λ,µf(z))
′′

(Dn,α
λ,µf(z))′

}

> β

∣
∣
∣
∣
∣

z(Dn,α
λ,µf(z))

′′

(Dn,α
λ,µf(z))′

∣
∣
∣
∣
∣
+ γ (z ∈ ∆) .

Definition 1.3. For λ ≥ µ ≥ 0, 0 ≤ α < 1, β ≥ 0, −1 ≤ γ < 1 and
β + γ ≥ 0 a function f ∈ A is said to be in the class β − SP

n,α
λ,µ (γ) if it

satisfies the following condition:

(1.15) ℜ

{

z(Dn,α
λ,µf(z))

′

D
n,α
λ,µf(z)

}

> β

∣
∣
∣
∣
∣

z(Dn,α
λ,µf(z))

′

D
n,α
λ,µf(z)

− 1

∣
∣
∣
∣
∣
+ γ (z ∈ ∆) .



Subordination results for subclasses of analytic functions 91

Note that f ∈ β − SP
n,α
λ,µ (γ) if and only if D

n,α
λ,µf ∈ β − SP (γ).

Using the Alexander type relation, it is clear that

(1.16) f ∈ β − UCV
n,α
λ,µ (γ) ⇔ zf ′ ∈ β − SP

n,α
λ,µ (γ),

and also
β − UCV

n,α
λ,µ (γ) ⊆ β − SP

n,α
λ,µ (γ).

Geometric interpretation. From (1.14) and (1.15), f ∈ β−UCV
n,α
λ,µ (γ)

and f ∈ β − SP
n,α
λ,µ (γ) if and only if p(z) = 1 +

z(Dn,α
λ,µ

f(z))
′ ′

(Dn,α

λ,µ
f(z))′

and q(z) =

=
z(Dn,α

λ,µ
f(z))

′

D
n,α

λ,µ
f(z)

take all the values in the domain Rβ,γ given in (1.4) which

is included in the right half plane. Thus, we can rewrite the conditions
(1.14) and (1.15) in the form

(1.17) p ≺ P̂β,γ, q ≺ P̂β,γ (z ∈ ∆),

where the function P̂β,γ given by (1.6) .

By virtue of (1.14), (1.15) and the properties of domain Rβ,γ ,we
have, respectively

(1.18) ℜ

{

1 +
z(Dn,α

λ,µf(z))
′′

(Dn,α
λ,µf(z))′

}

>
β + γ

1 + β
> 0

and

(1.19) ℜ

{

z(Dn,α
λ,µf(z))

′

D
n,α
λ,µf(z)

}

>
β + γ

1 + β
> 0,

which means that

(1.20) f ∈ β − UCV
n,α
λ,µ (γ) ⇒ D

n,α
λ,µf ∈ CV

(
β + γ

1 + β

)

⊆ CV

and

(1.21) f ∈ β − SP
n,α
λ,µ (γ) ⇒ D

n,α
λ,µf ∈ ST

(
β + γ

1 + β

)

⊆ ST

where CV (γ), ST (γ), CV, ST denote the well-known classes of γ-
convex, γ-starlike, convex and starlike functions, respectively.
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We note that by specializing the parameters n, α, λ, µ, β and γ, the
subclass β−SP

n,α
λ,µ (γ) reduces to several well-known subclasses of analytic

functions. Detailed information can be find in [8] and [18].
For special values of parameters n, α, λ, µ, β and γ, from the general

class β − SP
n,α
λ,µ (γ) and β − UCV

n,α
λ,µ (γ), we refer to the following classes

in [8]:

• β−SP
n,0
λ,µ (γ) ≡ β − SP n

λ,µ(γ) and β−UCV
n,0

λ,µ (γ) ≡ β−UCV n
λ,µ(γ),

• 0 − SP
n,α
λ,µ (γ) ≡ ST

n,α
λ,µ (γ) and 0 − UCV

n,α
λ,µ (γ) ≡ CV

n,α
λ,µ (γ),

• 1 − SP
n,α
λ,µ (0) ≡ SP

n,α
λ,µ and 1 − UCV

n,α
λ,µ (0) ≡ UCV

n,α
λ,µ ,

which have not been studied.
In [8], we proved following inclusion relations

β − SP
n+1,α
λ,µ (γ) ⊆ β − SP

n,α
λ,µ (γ) ⊆ β − SP (γ)

and
β − UCV

n+1,α
λ,µ (γ) ⊆ β − UCV

n,α
λ,µ (γ) ⊆ β − UV C(γ).

By (1.18) and (1.19), respectively, we note that β − UCV
n,α
λ,µ (γ) ⊆

⊆ CV
n,α
λ,µ (β+γ

1+β
) and β − SP

n,α
λ,µ (γ) ⊆ ST

n,α
λ,µ (β+γ

1+β
).

In [8], basic properties of the classesβ−UCV
n,α

λ,µ (γ) and β−SP
n,α
λ,µ (γ)

are studied, such as inclusion relations and coefficient bounds. In this pa-
per, several interesting subordination results are derived for these classes,
which yield sharp distortion, rotation theorems and Koebe domain. Con-
sequences of the main results and their relevance to known results are
also pointed out.

2. Subordination theorems and consequence

In order to derive our main results, we need the following lemmas.

Lemma 2.1 (see [26]). Let f and g be convex univalent functions in ∆.

Then so is f ∗ g.

Lemma 2.2 (see [27]). Let F and G be convex univalent functions in ∆.
Also, let f ≺ F and g ≺ G. Then f ∗ g ≺ F ∗ G.

Lemma 2.3 (see [25]). If ℜ(c) ≥ 0 or c = 0, then the function

(2.1) h(c; z) =

∞∑

k=1

(1 + c)

(k + c)
zk

is convex univalent.
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Lemma 2.4. For λ ≥ µ ≥ 0, the function
hλ,µ(z)

z
is convex univalent,

where

(2.2) hλ,µ(z) = z +
∞∑

k=2

1

1 + (λµk + λ − µ)(k − 1)
zk.

Proof. For special case of λ = µ = 0,we obtain the equality
h0,0(z)

z
= 1

1−z
,

which is convex univalent. Let λ ≥ µ > 0.
Firstly, we will show that the series h̃λ,µ(z) can be written as con-

volution of h(c1; z) and h(c2; z) as follows:

(2.3) h̃λ,µ(z) = (1 + 2λµ + λ − µ)

[
hλ,µ(z)

z
− 1

]

= h(c1; z) ∗ h(c2; z).

Then, if we prove h(c1; z) and h(c2; z) are convex univalent functions so,

we can say that the function
hλ,µ(z)

z
is also convex univalent where the

functions h(c1; z) and h(c2; z) are defined by (2.1). To show this, we can
rewrite the equality (2.3) as follows:

h̃λ,µ(z) =(1 + 2λµ + λ − µ)

[
hλ,µ(z)

z
− 1

]

=

=
∞∑

k=1

1 + 2λµ + λ − µ

1+(λµ(k+1)+λ−µ)k
zk =

∞∑

k=1

1 +
(

λµ+λ−µ

λµ

)

+ 1
λµ

k2+
(

λµ+λ−µ

λµ

)

k+ 1
λµ

zk =

=

∞∑

k=1

1 + (c1 + c2) + c1c2

k2+(c1+c2)k+c1c2
zk =

∞∑

k=1

(1 + c1)

(k + c1)
zk ∗

∞∑

k=1

(1 + c2)

(k + c2)
zk =

= h(c1; z) ∗ h(c2; z).

From above equalities we obtain c1 + c2 = λµ+λ−µ

λµ
and c1c2 = 1

λµ
. When

we solve c1 and c2, we can see easily that ℜ(c1) = ℜ(c2) > 0. Therefore,
from Lemma 2.3, h(c1; z) and h(c2; z) are convex univalent functions and

from Lemma 2.1, the function
hλ,µ(z)

z
is convex univalent.

By using Mathematica program 7.0, we can easily see that the func-

tion
hλ,µ(z)

z
is convex.
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(a) Graphic of the function
h1,1(z)

z
♦

Theorem 2.1. Let M(z) = 1 + m1z + m2z
2 + . . . be a convex and

univalent function in ∆ and f ∈ A. If

(2.4)
D

n,α
λ,µf(z)

z
≺ M(z),

then we have
f(z)

z
≺

(
1

z

)

{φα
λ,µ(z) ∗ zM(z)},

where
(2.5)

φα
λ,µ(z) = (ϕ(2 − α, 2; z) ∗ hλ,µ(z)) ∗ · · · ∗ (ϕ(2 − α, 2; z) ∗ hλ,µ(z))

︸ ︷︷ ︸

n−times

.

Proof. Let hλ,µ be defined by (2.2). By using (1.13) and (2.5), we can
see that
(2.6)
f(z)

z
=

[
ϕ(2−α, 2; z) ∗ hλ,µ(z)

z
∗ · · · ∗

ϕ(2−α, 2; z) ∗ hλ,µ(z)

z

]

∗
D

n,α
λ,µf(z)

z

=
φα

λ,µ(z)

z
∗

D
n,α
λ,µf(z)

z
.

In [9], it is shown that the function ϕ(2−α,2;z)
z

is convex univalent in ∆.

Also, by using Lemma 2.4, the function
hλ,µ(z)

z
is convex univalent in ∆,

and applying Lemma 2.1 n-times, we get that
φα

λ,µ
(z)

z
is convex univalent.
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From (2.4), (2.6) and using Lemma 2.2 with g(z) = G(z) =
φα

λ,µ
(z)

z
, we

get

f(z)

z
≺

φα
λ,µ(z)

z
∗ M(z) =

1

z
{φα

λ,µ(z) ∗ zM(z)}.

By considering the function f(z) = φα
λ,µ(z) ∗ zM(z), we can show that

the result is best possible. ♦

Remark 2.2. For special case of α = 0, we have new subordination
results for differential operator Dn

λ,µf(z) in ([22] and [7]).

Let

(2.7) F ′
β,γ(α, λ, µ; z) =

(
1

z

)

{φα
λ,µ(z) ∗ zG′

β,γ(z)},

where

(2.8) G′
β,γ(z) = exp

∫ z

0

P̂β,γ(ξ) − 1

ξ
dξ,

and φα
λ,µ, P̂β,γ are defined by (2.5) and (1.6), respectively.
Using (2.7) and (2.8) we prove the next results.

Theorem 2.3. Let β+2γ ≥ 1. Then the function F ′
β,γ(α, λ, µ; z) defined

by (2.7) is convex univalent in ∆.

Proof. Now, we observe that

F ′
β,γ(α, λ, µ; z) =

=
φα

λ,µ(z)

z
∗ G′

β,γ(z) =

=

[
ϕ(2 − α, 2; z) ∗ hλ,µ(z)

z
∗ · · · ∗

ϕ(2 − α, 2; z) ∗ hλ,µ(z)

z

]

∗ G′
β,γ(z).

Also, we must remember that
ϕ(2−α,2;z)

z
→ is convex univalent (in [9]),

hλ,µ(z)

z
→ is convex univalent (from Lemma 2.4),

G′
β,γ(z) → is convex univalent (in [4], Th. 2.3).

Therefore, by Lemma 2.1, F ′
β,γ(α, λ, µ; z) is convex univalent. ♦

Theorem 2.4. Let β + 2γ ≥ 1 and let f be in the class β − SP
n,α
λ,µ (γ).

Then we have
f(z)

z
≺ F ′

β,γ(α, λ, µ; z),

where F ′
β,γ(α, λ, µ; z) is defined by (2.7). The result is best possible.
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Proof. Let f ∈ β − SP
n,α
λ,µ (γ). Then by (1.17),

z(Dn,α
λ,µf(z))

′

D
n,α
λ,µf(z)

≺ P̂β,γ(z),

which implies

z(Dn,α
λ,µf(z))

′

D
n,α
λ,µf(z)

− 1 ≺ P̂β,γ(z) − 1.

Note that P̂β,γ(z)− 1 is a univalent convex function in ∆. Using a result
of Goluzin [10] (see also [21] p. 50]), we have

Log
D

n,α
λ,µf(z)

z
≺

∫ z

0

P̂β,γ(ξ) − 1

ξ
dξ.

Thus, there exists a function ω ∈ A satisfying ω(0) = 0 and |ω(z)| < 1,
z ∈ ∆ such that

Log
D

n,α
λ,µf(z)

z
=

∫ z

0

P̂β,γ(ω(ξ)) − 1

ω(ξ)
dω(ξ),

which is equivalent to

D
n,α
λ,µf(z)

z
≺ exp

(
∫ z

0

P̂β,γ(ξ) − 1

ξ
dξ

)

= G′
β,γ(z). ♦

Theorem 2.5. Let β + 2γ ≥ 1 and let f be in the class β − SP
n,α
λ,µ (γ).

Then

(2.9) F ′
β,γ(α, λ, µ;−r) ≤

∣
∣
∣
∣

f(z)

z

∣
∣
∣
∣
≤ F ′

β,γ(α, λ, µ; r), |z| = r < 1

and

(2.10)

∣
∣
∣
∣
Arg

f(z0)

z0

∣
∣
∣
∣
≤ max

|z|=r
{ArgF ′

β,γ(α, λ, µ; z)}, |z0| < 1,

where F ′
β,γ is defined by (2.7). Equality holds in (2.9) and (2.10) for some

z 6= 0 if and only if f is a rotation of zF ′
β,γ .

Proof. Let f ∈ β − SP
n,α
λ,µ (γ). Then by Th. 2.4 and Lindelöf’s principle

of subordination, we get
(2.11)

inf
|z|≤r

ℜ{F ′
β,γ(α, λ, µ; z)} ≤ inf

|z|≤r
ℜ

{
f(z)

z

}

≤ sup
|z|≤r

ℜ

{
f(z)

z

}

≤

∣
∣
∣
∣

f(z)

z

∣
∣
∣
∣
≤

≤ sup

∣
∣
∣
∣

f(z)

z

∣
∣
∣
∣
≤ sup

|z|≤r

ℜ{F ′
β,γ(α, λ, µ; z)}.
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Since F ′
β,γ is convex univalent and has real coefficient, F ′

β,γ(∆) is a convex
domain symmetric with respect to real axis. Hence,

inf
|z|≤r

ℜ{F ′
β,γ(α, λ, µ; z)} = inf

−r≤x≤r
{F ′

β,γ(α, λ, µ; x)} = F ′
β,γ(α, λ, µ;−r),

sup
|z|≤r

ℜ{F ′
β,γ(α, λ, µ; z)} = sup

−r≤x≤r

{F ′
β,γ(α, λ, µ; x)} = F ′

β,γ(α, λ, µ; r).

Thus (2.11) gives the assertion (2.9) of Th. 2.5.
Similarly, from Th. 2.4, we get the rotation assertion (2.10). Equal-

ity holds true in (2.9) and (2.10) for some z 6= 0, z0 6= 0, respectively, if
and only if f is a rotation of fβ,γ(α, λ, µ; z) = zF ′

β,γ(α, λ, µ; z). ♦

Since coefficient bounds are sharp for β = 0, we get a better result
for the function f ∈ ST

n,α
λ,µ (γ) as follows:

Theorem 2.6. Let f be in the class ST
n,α
λ,µ (γ). Then

(2.12) |f(z)| ≤ rF ′
0,γ(α, λ, µ; r), |z| = r < 1

Furthermore, if 1
2
≤ γ < 1, then

(2.13) F ′
0,γ(α, λ, µ;−r) ≤ ℜ

{
f(z)

z

}

≤

∣
∣
∣
∣

f(z)

z

∣
∣
∣
∣
.

Both estimates (2.12) and (2.13) are sharp if f is a rotation of
f0,γ(α, λ, µ; z) = zF ′

0,γ(α, λ, µ; z), where

(2.14) F ′
0,γ(α, λ, µ; z) =

1

z

(

φα
λ,µ(z) ∗

z

(1 − z)2(1−γ)

)

,

and φα
λ,µ is defined by (2.5).

Proof. By direct calculations, we find the following equality

zG′
0,γ(z) =

z

(1 − z)2(1−γ)
= z +

∞∑

k=2

k∏

j=2

(j − 2γ)
zk

(k − 1)!
.

Now let f ∈ ST
n,α
λ,µ (γ). In [8], we proved that

|ak| ≤
1

Ψk,n(λ, µ, α)

k∏

j=2

j − 2γ

(k − 1)!
,

where Ψk,n(λ, µ, α)is defined by (1.12) and we mentioned that the result
is sharp. Then we have
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|f(z)| ≤ |z|+

∞∑

k=2

|ak|
∣
∣zk
∣
∣ ≤ |z|+

∞∑

k=2

(
k∏

j=2

j − 2γ

(k − 1)!

)

1

Ψk,n(λ, µ, α)

∣
∣zk
∣
∣ =

=

(

|z| +
∞∑

k=2

1

Ψk,n(λ, µ, α)

∣
∣zk
∣
∣

)

∗

(

|z| +
∞∑

k=2

(
k∏

j=2

j − 2γ

(k − 1)!

)

∣
∣zk
∣
∣

)

=

= rF ′
0,γ(α, λ, µ; r),

which yields (2.12). Next, suppose that 1
2
≤ γ < 1. Then, by Th. 2.6 and

inequality (2.11), we get (2.13). ♦

Corollary 2.7 (Koebe Domain). Let β+2γ ≥ 1 and let f be in the class

β − SP
n,α
λ,µ (γ). Then for

[

0 < λ ≤ 1+
√

5
2

and 0 < µ and λ − 1 ≤ µ ≤ λ
1+λ

]

or [0 = µ = λ] or [0 = µ < λ] ,

K
(
β − SP

n,α
λ,µ (γ)

)
=
{
ω : |ω| ≤ F ′

β,γ(α, λ, µ;−1) =

= −f0,γ(α, λ, µ;−1)
}
⊆ f(∆).

The result is sharp for a rotation of fβ,γ(α, λ, µ; z) = zF ′
β,γ(α, λ, µ; z).

By virtue of (1.16) and Th. 2.4 and Th. 2.5, we get the following
results.

Corollary 2.8. Let β +2γ ≥ 1 and let f be in the class β −UCV
n,α
λ,µ (γ).

Then

(2.15) f ′(z) ≺ F ′
β,γ(α, λ, µ; z),

(2.16) F ′
β,γ(α, λ, µ;−r) ≤ |f ′(z)| ≤ F ′

β,γ(α, λ, µ; r),

and

(2.17) |Argf ′(z0)| ≤ max
|z|=r

{ArgF ′
β,γ(α, λ, µ; z)}, |z0| < 1,

where F ′
β,γ is defined by (2.7). The result (2.15) is best possible and

equality holds in (2.16) and (2.17) for some z 6= 0, z0 6= 0, respectively,
if and only if f is a rotation of the function Fβ,γ(α, λ, µ; z).

Corollary 2.9. Let f be in the class CV
n,α
λ,µ (γ). Then

(2.18) |f ′(z)| ≤ F ′
0,γ(α, λ, µ; r), |z| = r < 1

Furthermore, if 1
2
≤ γ < 1, then

(2.19) F ′
0,γ(α, λ, µ;−r) ≤ ℜ{f ′(z)} ≤ |f ′(z)| .
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Both estimates (2.18) and (2.19) are sharp if f is a rotation of
F0,γ(α, λ, µ; z), where F ′

0,γ(α, λ, µ; z) is defined by (2.14).

By using standard techniques and Cor. 2.8, we obtain the distortion
theorem and Koebe domain of the class β − UCV

n,α
λ,µ (γ).

Corollary 2.10 (Distortion bound and Koebe domain). Let β + 2γ ≥ 1
and let f be in the class β − UCV

n,α
λ,µ (γ). Then

−Fβ,γ(α, λ, µ;−r) ≤ |f(z)| ≤ Fβ,γ(α, λ, µ; r),

and for
[

0 < λ ≤ 1+
√

5
2

and 0 < µ and λ − 1 ≤ µ ≤ λ
1+λ

]

or [0 = µ = λ]

or [0 = µ < λ] ,

K
(
β − UCV

n,α
λ,µ (γ)

)
= {ω : |ω| ≤ −Fβ,γ(α, λ, µ;−1)} ⊆ f(∆).

The result is sharp for a rotation of Fβ,γ(α, λ, µ; z).

Corollary 2.11. Let f be in the class CV
n,α
λ,µ (γ). Then

(2.20) |f(z)| ≤ F0,γ(α, λ, µ; r), |z| = r.

Furthermore, if 1
2
≤ γ < 1, then we have

(2.21) −F ′
0,γ(α, λ, µ;−r) ≤ |f(z)| .

Both estimates (2.20) and (2.21) are sharp if f is a rotation of
F0,γ(α, λ, µ; z), where F ′

0,γ(α, λ, µ; z) is defined by (2.14).

Remark 2.12. For special values of parameters n, α, γ, λ, µ and β,

Th. 2.1–Th. 2.6 and Cor. 2.7–Cor. 2.11 reduce to some results obtained
in [4], [12]–[16], [23], [29] and [30].

Remark 2.13. For special values of parameters n, α, γ, λ, µ and β in
Th. 2.4–Th. 2.6 and Cor. 2.7–Cor. 2.11, we obtain some subordination
results, distortion theorems, rotation theorems and Koebe domains for
the classes β −SP n

λ,µ(γ), β −UCV n
λ,µ(γ), ST

n,α
λ,µ (γ), CV

n,α
λ,µ (γ), SP

n,α
λ,µ and

UCV
n,α
λ,µ .
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