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Abstract: The following statement for linear inequalities has fundamental
importance in mathematical programming:

Farkas’ Lemma: For given vectors a, a1, . . . , am ∈ R
n, if the inequal-

ity 〈a, x〉 ≤ 0 is a consequence of the system of inequalities 〈a1, x〉 ≤
≤ 0, . . . , 〈am, x〉 ≤ 0, then a is a nonnegative combination of a1, . . . , am.

This theorem is generally known as a relatively hard statement. The simpli-
fication of its proof has mainly educational importance. The original proof of
Farkas [2], and also further works (e.g., [3]) are quite elementary, but not sug-
gestive at all; other papers (e.g. [5]) are more elegant but use hard techniques
of Euclidean or even Hilbert spaces. Recently, Broyden [1], and Komornik
[4] gave simpler proofs, but both of them still capitalize the Euclidean met-
ric property. This paper presents Farkas’ Lemma as one of the introductory
statements of linear algebra, suitable to discuss even at the beginning of the
linear algebra course. Moreover a sectoroid version of Farkas’ Lemma is also
proved. The sectoroid extension of the Farkas Lemma makes possible to discuss
smooth programming problems satisfying a sectoroid type regularity condition,
without hard devices of functional analysis or implicit function theorem. That
problem in itself is important in several applications, especially in optimization
problems with budget type constraints.
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1. Introduction

The fundamental idea is the following: take a homogenous linear
inequality system

(∗)



























a1,1 · x1 + a1,2 · x2 + · · ·+ a1,n · xn ≤ 0
a2,1 · x1 + a2,2 · x2 + · · ·+ a2,n · xn ≤ 0
...

. . .
...

... · · · · · ·
...

am,1 · x1 + am,2 · x2 + · · ·+ am,n · xn ≤ 0

of real coefficients, and the linear inequality

(∗∗) b1 · x1 + b2 · x2 + · · ·+ bn · xn ≤ 0.

It is well-known that a nonnegative combination of the inequalities from
(∗) holds true for all arguments satisfying (∗). That is, if (∗∗) comes from
(∗) in this way, then the solution set of (∗) is contained in the solution
set of (∗∗).

Much less obvious is the inverse statement, i.e. if the solution set
of (∗) is contained in the solution set of (∗∗), then (∗∗) is a nonnegative
combination of (∗) indeed. This is the famous lemma proven by Gyula
Farkas [2] used at first in mechanics, but nowadays it has fundamental
importance in the game theory. This famous result became a principal
reference in Optimization Theory after the publication of the paper of
Kuhn and Tucker [5]. In that paper Farkas’ fundamental theorem on
linear inequalities was used to derive necessary condition for optimality
for the nonlinear programming problem. The results obtained led to a
rapid development of nonlinear optimization theory. Because of its his-
torical importance and its many applications in convex analysis, duality
theory, optimality conditions, etc., the Farkas Lemma can be considered
a cornerstone in optimization.

Farkas’ merit was not only to have provided a rigorous proof of
a result on linear inequality system, but the invention of the Karush–
Kuhn–Tucker necessary optimality condition itself (in case of regularity
had been taken granted).

A true and detailed evaluation of Gyula Farkas’ work is due to
András Prékopa, who made significant attempts in order to make known
within the wide international scientific community that Gyula Farkas
might be considered not merely as the inventor of the Farkas Lemma, but
as one of the forerunner of the modern optimization theory (including
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equilibrium problems and variational inequalities) (cf. [6] and [7]).

Since there are many proofs for this lemma. These are mostly either
too complicated, or unnatural, or, they use relatively hard devices. In
our opinion the key for an elementary, short and natural proof is the
specific language of the abstract linear algebra.

Namely, at the beginning of this topic, one meets the following
statement: if X is a vector space over the field F, and the linear func-
tionals ϕ, ϕ1, ϕ2, . . . , ϕm of the dual space X ′ satisfy that

m
⋂

k=1

ϕ−1

k (0) ⊆ ϕ−1 (0) ,

then ϕ is a linear combination of ϕ1, ϕ2, . . . , ϕm. We will refer only to
the case m = 1:

ϕ−1

1 (0) ⊆ ϕ−1 (0) Γ⇒ ∃c : ϕ = c · ϕ1 .

Farkas’ Lemma is obviously the “nonnegative version” of this statement
(with ϕ = 〈a, ·〉, ϕk = 〈ak, ·〉; k = 1, . . . , m), and has a similarly simple
proof, with no Euclidean devices.

2. Farkas’ Lemma and its sectoroid version

Denote R− := (−∞, 0] and R
o
−

:= (−∞, 0).

Theorem 1 (Farkas). Let X be a real vector space and ϕ, ϕ1, ϕ2, . . . , ϕm ∈
∈X ′ linear functionals. If

m
⋂

k=1

ϕ−1

k (R−) ⊆ ϕ−1 (R−) ,

then ϕ is a nonnegative combination of ϕ1, ϕ2, . . . , ϕm.

Proof. We prove by induction with respect to m.

m = 1: Let X be a real vector space and ϕ, ϕ1 ∈ X ′ for which
ϕ−1

1 (R−) ⊆ ϕ−1 (R−). Hence for every x ∈ ker ϕ1 we get ϕx ≤ 0, and
also ϕ (−x) ≤ 0, thus, ϕx = 0, i.e., ϕ−1

1 (0) ⊆ ϕ−1 (0). Then ϕ = c · ϕ1

(c ∈ R). Now if ϕ1 = 0, then change c to 0. Otherwise, there exists a
vector v ∈ X with ϕ1v < 0. Then by the condition we have ϕv ≤ 0, and

c =
ϕv

ϕ1v
≥ 0.

Thus, for m = 1 the theorem is true.

Now assume that the statement is true for m. Take a real vector
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space X and linear functionals ϕ, ϕ1, ϕ2, . . . , ϕm+1 ∈ X ′ such that
m+1
⋂

k=1

ϕ−1

k (R−) ⊆ ϕ−1 (R−) .

If
m
⋂

k=1

ϕ−1

k (R−) ⊆ ϕ−1 (R−) also holds true, then we are ready by the

assumption. In the opposite case, there is a vector v ∈ X such that
ϕ1v, . . . , ϕmv ≤ 0, but ϕv > 0, and of course, ϕm+1v > 0. Then put
L := ϕ−1

m+1 (0), and apply the induction assumption to the restricted
functionals ϕ | L, ϕ1 | L, . . . , ϕm | L. Obviously

m
⋂

k=1

(ϕk | L)−1 (R−) = L ∩
m
⋂

k=1

ϕ−1

k (R−) = L ∩
m+1
⋂

k=1

ϕ−1

k (R−) ⊆

⊆ L ∩ ϕ−1 (R−) = (ϕ | L)−1 (R−) ,

hence by the induction assumption there are nonnegative constants λ1, λ2,

. . . , λm such that ϕ | L =
m
∑

k=1

λk · ϕk | L. Therefore

(

ϕ −
m
∑

k=1

λkϕk

)

| L is

identically zero, implying that

ker ϕm+1 = L ⊆ ker

(

ϕ −
m
∑

k=1

λkϕk

)

.

Again, there is a constant c ∈ R such that

ϕ −
m
∑

k=1

λkϕk = c · ϕm+1.

Consequently ϕv −
m
∑

k=1

λkϕkv = c ·ϕm+1v. Since ϕv > 0 ≥ ϕ1v, . . . , ϕmv,

the left-hand side is positive and ϕm+1v > 0, thus we get c > 0, and

ϕ =

m
∑

k=1

λkϕk + cϕm+1

is a combination with nonnegative weights. Hence the statement is true
for m + 1, by which the proof is completed. ♦

Corollary 2. Let E be a Euclidean space and C =cone (a1, a2, . . . , am) ⊆
⊆ E be a finite convex cone. For arbitrary a ∈ C−− = {a1, a2, . . . , am}

−−,
applying Farkas’ Lemma for the functionals 〈· | a〉 , 〈· | a1〉 , . . . , 〈· | am〉
we just get that a ∈ C, hence C−− = C for every finite convex cone C.
This is one of the most popular form of Farkas’ Lemma.

In nonlinear programming there is a very often used regularity con-
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dition of geometric form, which we reformulate to an algebraic one, for
the sake of fluent discussion.

Definition 1. The system of the vectors x1, x2, . . . , xn ∈ X we call
sectoroid if any nontrivial nonnegative combination of them differs form
zero:

α1, α2, . . . , αn ≥ 0,

n
∑

k=1

αkxk = 0X Γ⇒ α1 = α2 = · · · = αn = 0.

Sectoroidity is certainly a much weaker property than linear inde-
pendence. For example, in the plain arbitrarily many nonzero vectors
lying in a fixed acute angular domain are sectoroid. Note that vectors
x1, x2, . . . , xn ∈ X are sectoroid if and only if their convex hull does not
contain the origin. This property for nonzero vectors is also equivalent
to the following: their convex cone hull does not contain a complete
line. Now we show that sectoroidity is equivalent to the usual geometric
regularity condition at issue.

Lemma 1. The functionals ϕ1, ϕ2, . . . , ϕm ∈ X ′ are sectoroid if and only

if
m
⋂

k=1

ϕ−1

k

(

R
o
−

)

6= ∅.

Proof. Suppose that ϕ1, ϕ2, . . . , ϕm ∈ X ′ are sectoroid. At first note
that for every index 1 ≤ p ≤ m,

m
⋂

k=1

ϕ−1

k (R−) 6⊆ ϕ−1

p (0) ,

because in opposite case we have that
m
⋂

k=1

ϕ−1

k (R−) ⊆ ϕ−1

p (0) ⊆ (−ϕp) (R−) ,

so by Farkas’ Lemma −ϕp would be contained in the convex cone hull of
ϕ1, ϕ2, . . . , ϕm, which is contradiction with sectoroidity. Hence for every
1 ≤ p ≤ m, there is a vector

vp ∈
m
⋂

k=1

ϕ−1

k (R−) \ ϕ−1

p (0) .

Since for all 1 ≤ k, p ≤ m we have ϕkvp ≤ 0 and ϕkvk < 0, hence by
w := v1 + · · ·+ vm we get ϕkw < 0 for every k, i.e.

w ∈
m
⋂

k=1

ϕ−1

k

(

R
o

−

)

.
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Conversely, suppose that there is a vector w ∈
m
⋂

k=1

ϕ−1

k

(

R
o
−

)

. Now if

n
∑

k=1

αkϕk = 0X′ with nonnegative weights, then by every αkϕkw being

nonpositive, and by
n
∑

k=1

αkϕkw = 0 we get that every αkϕkw is 0, hence

αk = 0. So ϕ1, ϕ2, . . . , ϕm ∈ X ′ are sectoroid. ♦

Now turn to the sectoroid version of Farkas’ Lemma.

Theorem 3. Let ϕ1, ϕ2, . . . , ϕm ∈ X ′ be sectoroid functionals. If for an
additional functional ϕ ∈ X ′,

m
⋂

k=1

ϕ−1

k

(

R
o

−

)

⊆ ϕ−1 (R−) ,

then ϕ is a nonnegative combination of ϕ1, ϕ2, . . . , ϕm.

Proof. We need check only the condition of Farkas’ Lemma. By the

previous lemma we have a vector w ∈
m
⋂

k=1

ϕ−1

k ((−∞, 0)). Now for any

x ∈
m
⋂

k=1

ϕ−1

k (R−) and t > 0 we know that

ϕk (x + tw) = ϕkx + t · ϕkw < 0,

for every k, thus,

x + tw ∈
m
⋂

k=1

ϕ−1

k

(

R
o

−

)

⊆ ϕ−1 ((−∞, 0]) ,

i.e. for every k we have that ϕx + t · ϕw = ϕ (x + tw) ≤ 0, whence by
tending t → 0 we get ϕx ≤ 0. By this we have shown that

m
⋂

k=1

ϕ−1

k ((−∞, 0]) ⊆ ϕ−1 ((−∞, 0]) . ♦

3. Smooth programming

Remark 1. Suppose that the function g : R → R is differentiable at 0,
moreover g′ (0) < 0. Then in a suitable right neighbourhood (0, δ), the
values taken by g are less than g (0).

Let X be a real normed space, G ⊆ X be an open set, m1, m2, . . .

. . . , mn ∈ R, moreover f, f1, . . . , fn : G → R be given functions. Consider
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the constrained optimalization problem

(1)







f(x) → max
x ∈ G

f1 (x) ≤ m1, f2 (x) ≤ m2, · · · , fn (x) ≤ mn

.

Theorem 4. Suppose that a ∈ G is a solution to problem (1), moreover
the functions f, f1, . . . , fn are differentiable at a, and the system of the
functionals

(f ′

k (a) : 1 ≤ k ≤ n, fk (a) = mk)

is sectoroid. Then there are nonnegative numbers λ1, λ2, . . . , λn such that

f ′ (a) =

n
∑

k=1

λkf
′

k (a) ,

furthermore λk · (fk (a) − mk) = 0 for every 1 ≤ k ≤ m (complementary
conditions).

Proof. Denote by A the set of indices k fulfilling fk (a) = mk, and by B

the set of indices k fulfilling fk (a) < mk. Take v ∈
⋂

k∈A

[f ′

k (a)]−1 ((−∞, 0)).

Then for every index k ∈ A we have [f ′

k (a)] v < 0, i.e., the function fk,a,v :
: t 7→ fk (a + tv) satisfies f ′

k,a,v (0) < 0, and of course, fk,a,v (0) = fk (a).
So for every k ∈ A by the above remark there is a right neighborhood
Uk of 0 such that for arbitrary t ∈ Uk, the value fk (a + tv) = fk,a,v (t) is
less than fk (a) = mk. Hence H1 = ∩k∈AUk is a right neighborhood of 0
such that for arbitrary t ∈ H1 and k ∈ A we have fk (a + tv) < mk.

On the other hand, for every k ∈ B, by the continuity of fk at a,
and by fk (a) < mk we obtain that fk (a + tv) < mk in a suitable right
neighborhood Vk of 0. Hence H2 = ∩k∈BVk is a right neighborhood of 0
such that for arbitrary t ∈ H2 and k ∈ B we have fk (a + tv) < mk.

Now for every t ∈ H1 ∩ H2 we have a + tv ∈ G, furthermore

fk (a + tv) < mk

for every 1 ≤ k ≤ n, thus, by a being a solution to (1), we obtain f (a) ≥
≥ f (a + tv) for all t ∈ H1 ∩ H2. Hence the function fa,v : t 7→ f (a + tv)
at 0 has a local maximum on the right, so by the differentiability we
obviously get that f ′

a,v (0) ≤ 0, i.e.,

[f ′ (a)] v ≤ 0,

thus, v ∈ [f ′ (a)]−1 ((−∞, 0]). By all these we have just shown that
⋂

k∈A

[f ′

k (a)]
−1

((−∞, 0)) ⊆ [f ′ (a)]
−1

((−∞, 0]) ,
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so by the functionals f ′

k (a) (k ∈ A) being sectoroid, we can apply the
latest theorem, by which we have that f ′ (a) is a nonnegative combination
of the functionals {f ′

k (a) : k ∈ A}. Thus, f ′ (a) is of the form f ′ (a) =
=
∑

k∈A

λkf
′

k (a) where λk ≥ 0 (k ∈ A). Now for the case k ∈ B by choosing

λk = 0 we immediately get the statement. ♦
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