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Abstract:
In this paper, we determine the forbidden set, introduce an explicit formula
for the solutions and discuss the global behavior of solutions of the difference
equation

xn+1 =
axnxn−k

−bxn + cxn−k−1
, n = 0, 1, . . . ,

where a, b, c are positive real numbers and the initial conditions
x−k−1, x−k, . . . , x−1, x0 are real numbers.

1. Introduction

The study of nonlinear difference equations that having quadratic
terms is not easy and worth to be discussed. Results concerning rational
difference equations having quadratic terms are included in some publi-
cations such as [1]-[21] and the references cited therein.

In [2], we determined the forbidden set and investigated the global
behavior of all solutions of the rational difference equation

xn+1 =
axnxn−1

bxn − cxn−2
, n = 0, 1, . . . ,

where a, b, c are positive real numbers and the initial conditions x−2, x−1, x0
are real numbers.

E-mail address: abuzead73@yahoo.com
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In this paper, we determine the forbidden set, introduce an explicit
formula for the solutions and discuss the global behavior of solutions of
the difference equation

(1.1) xn+1 =
axnxn−k

−bxn + cxn−k−1
, n = 0, 1, . . . ,

where a, b, c are positive real numbers and the initial conditions
x−k−1, x−k, . . . , x−1, x0 are real numbers.

We have been investigated the global behavior of all possible solu-
tions of equation (1.1) when k = 1 in [1].

2. Forbidden set and solutions of equation (1.1)

In this section we derive the forbidden set and introduce an explicit
formula for the solutions of the difference equation (1.1).

Proposition 2.1. The forbidden set F of equation (1.1) is
F =

⋃∞
n=0{(v0, v−1, . . . , v−k−1) ∈ Rk+2 : v0 = v−k−1(

c
b
∑n

l=0(
a
c
)i
)} ∪

∪
⋃k
i=0{(v0, v−1, . . . , v−k, v−k−1) ∈ Rk+2 : v−i = 0}.

Proof. Suppose that
∏k+1

i=0 x−i = 0. Then we have the following:
If x0 = 0 and

∏k+1
i=1 x−i 6= 0, then xk+2 is undefined.

If x−k = 0 and
∏k+1

i=0,i 6=k x−i 6= 0, then x2 is undefined.
By induction we can show that, if for a certain i0 ∈ {0, 1, . . . , k},

such that x−i0 = 0 and
∏k

i=0,i 6=i0 x−i 6= 0, then xk−i0+2 is undefined.
Finally, if x−k−1 = 0 and

∏k
i=0 x−i 6= 0, then x1 = −a

b
x−k 6= 0. It

follows that we can start with the nonzero initial point
(x1, x0, x−1, . . . , x−k), which the case we shall investigate.

Suppose that x−i 6= 0 for all i ∈ {0, 1, . . . , k + 1}. From equation
(1.1), using the substitution ln = xn−k−1

xn
, we can obtain the first order

difference equation

(2.1) ln+1 =
c

a
ln −

b

a
, l0 =

x−k−1
x0

.

Consider the function φ(x) = c
a
x− b

a
and suppose that we start from an

initial point (x0, x−1, . . . , x−k−1) such that x−k−1

x0
= b

c
.
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The backward orbits un = xn−k−1

xn
satisfy

un = φ−1(un−1) =
a

c
un−1 +

b

c
with u0 =

x−k−1
x0

=
b

c
.

It follows that un = xn−k−1

xn
= φ−n(u0) =

b
c

∑n
i=0(

a
c
)i.

Therefore, xn = xn−k−1(
c

b
∑n

i=0(
a
c
)i
).

On the other hand, we can observe that if we start from an initial
point (x0, x−1, . . . , x−k−1) such that l0 =

x−k−1

x0
= b

c

∑n0

i=0(
a
c
)i for a certain

n0 ∈ N, then according to equation (2.1) we obtain

ln0 =
xn0−k−1

xn0

=
b

c
.

This implies that −bxn0 + cxn0−k−1 = 0. Therefore, xn0+1 is undefined.
This completes the proof. ♦

Let θ = a−c+bα
α

where α = x0
x−k−1

.

Lemma 2.2. Let x−k−1, . . . , x−1 and x0 be real numbers such that
(x0, x−1, . . . , x−k−1) /∈ F . If a 6= c, then

xi = x−k−1+i
a− c

θ( c
a
)i − b

, i = 1, 2, . . . , k + 1.

Proof. The proof is by induction on i, where i ∈ {1, 2, . . . , k + 1}.
When i = 1,

x1 =
ax0x−k

−bx0 + cx−k−1
=

a x0
x−k−1

x−k

−b x0
x−k−1

+ c
=

aαx−k
−bα + c

.

But as θ = a−c+bα
α

, we get α = a−c
θ−b .

It follows that

x1 =
aαx−k
−bα + c

=
a− c

( c
a
)θ − b

x−k.

Suppose for 1 ≤ i ≤ k that xi = x−k−1+i
a−c

θ( c
a
)i−b . Then

xi+1 =
axixi−k

−bxi + cxi−k−1
=

a xi
xi−k−1

−b xi
xi−k−1

+ c
xi−k
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=
a(a− c)

−b(a− c) + c(θ( c
a
)i − b)

xi−k =
a(a− c)

−ba+ bc+ cθ( c
a
)i − cb

xi−k

=
(a− c)

( c
a
)i+1θ − b

x−k+i.

This completes the proof. ♦

Theorem 2.3. Let x−k−1, x−k, . . . , x−1 and x0 be real numbers such that
(x0, x−1, . . . , x−k−1) /∈ F . If a 6= c, then the solution {xn}∞n=−k−1 of
equation (1.1) is
(2.2)

xn =



x−k
∏n−1

k+1

j=0
a−c

θ( c
a
)(k+1)j+1−b , n = 1, k + 2, 2k + 3, . . . ,

x−k+1

∏n−2
k+1

j=0
a−c

θ( c
a
)(k+1)j+2−b , n = 2, k + 3, 2k + 4, . . . ,

...

x−1
∏n−k

k+1

j=0
a−c

θ( c
a
)(k+1)j+k−b , n = k, 2k + 1, 3k + 2, . . . ,

x0
∏n−(k+1)

k+1

j=0
a−c

θ( c
a
)(k+1)j+k+1−b , n = k + 1, 2k + 2, 3k + 3, . . . ,

where θ = a−c+bα
α

and α = x0
x−k−1

.

Proof. We can write the given solution (2.2) as

(2.3) x(k+1)m+i = x−k−1+i

m∏
j=0

γi(j), i = 1, 2, . . . , k+1 and m = 0, 1, . . . ,

where
γi(j) =

a− c
θ( c

a
)(k+1)j+i − b

, i = 1, 2, .., k + 1.

When m = 0, we have

xi = x−k−1+i
a− c

θ( c
a
)i − b

, i = 1, 2, . . . , k + 1,

which is true by Lemma (2.2).
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Now for m ≥ 0, we can see that

ax(k+1)(m+1)+ix(k+1)m+i+1

−bx(k+1)(m+1)+i + cx(k+1)m+i

=
ax−k−1+i

∏m+1
j=0 γi(j)x−k+i

∏m
j=0 γi+1(j)

−bx−k−1+i
∏m+1

j=0 γi(j) + cx−k−1+i
∏m

j=0 γi(j)

=
ax−k−1+i

∏m+1
j=0 γi(j)x−k+i

∏m
j=0 γi+1(j)

x−k−i+1

∏m
j=0 γi(j)(−bγi(m+ 1) + c)

=
aγi(m+ 1)x−k+i

∏m
j=0 γi+1(j)

−bγi(m+ 1) + c

=
a a−c
θ( c

a
)(k+1)(m+1)+i−bx−k+i

∏m
j=0 γi+1(j)

−b a−c
θ( c

a
)(k+1)(m+1)+i−b + c

=
a(a− c)x−k+i

∏m
j=0 γi+1(j)

−b(a− c) + c(θ( c
a
)(k+1)(m+1)+i − b)

=
a(a− c)x−k+i

∏m
j=0 γi+1(j)

cθ( c
a
)(k+1)(m+1)+i − ab

= x−k+i
a− c

θ( c
a
)(k+1)(m+1)+i+1 − b

m∏
j=0

γi+1(j)

=x−k+iγi+1(m+ 1)
m∏
j=0

γi+1(j) = x−k+i

m+1∏
j=0

γi+1(j) = x(k+1)(m+1)+i+1.

This completes the proof.
♦

3. Global behavior of equation (1.1)

In this section, we investigate the global behavior of equation (1.1)
with a 6= c, using the explicit formula of its solution.

Theorem 3.1. Let {xn}∞n=−k−1 be a solution of equation (1.1) such that
(x0, x−1,
. . . , x−k−1) /∈ F . Then the following statements are true.

1. If a < c, then {xn}∞n=−k−1 converges to 0.

2. If a > c, then we have the following:

(a) If a−c
b
< 1, then {xn}∞n=−k−1 converges to 0.

(b) If a−c
b
> 1, then {xn}∞n=−k−1 is unbounded.

Proof. 1. If a < c, then γi(j) converges to 0 as j →∞, i = 1, 2, . . . , k+
1. It follows that, for a given 0 < ε < 1, there exists j0 ∈ N such



112 R. Abo-Zeid

that | γi(j) |< ε for all j ≥ j0 and i = 1, 2, . . . , k+1. Therefore, for
each i ∈ {1, 2, . . . , k + 1}, we have

| x(k+1)m+i | =| x−k−1+i ||
m∏
j=0

γi(j) |

=| x−k−1+i ||
j0−1∏
j=0

γi(j) ||
m∏
j=j0

γi(j) |

<| x−k−1+i ||
j0−1∏
j=0

γi(j) | εm−j0+1.

As m tends to infinity, the solution {xn}∞n=−k−1 converges to 0.

2. Suppose that a > c. Then we have the following:

(a) If a−c
b

< 1, then γi(j) converges to −a−c
b

> 1 ∈ (−1, 0) as
j → ∞, i = 1, 2, . . . , k + 1. This implies that, there exists
j1 ∈ N such that γi(j) ∈ (µ1, 0), with some 0 > −a−c

b
> µ1 >

−1 for all j ≥ j1 and i = 1, 2, . . . , k + 1. This implies that,
|γi(j)| < |µ1| for all j ≥ j1 and i = 1, 2, . . . , k + 1. Therefore,
the solution {xn}∞n=−k−1 converges to 0 as in (1).

(b) If a−c
b

> 1, then γi(j) converges to −a−c
b

< −1 as j → ∞,
i = 1, 2, . . . , k + 1. Then for a given −a−c

b
< µ2 < −1 there

exists j2 ∈ N such that γi(j) < µ2 < −1, for all j ≥ j2 and
i = 1, 2, . . . , k + 1.
For large values of m we have for each i ∈ {1, 2, . . . , k + 1}

| x(k+1)m+i | =| x−k−1+i ||
m∏
j=0

γi(j) |

=| x−k−1+i ||
j2−1∏
j=0

γi(j) ||
m∏
j=j2

γi(j) |

>| x−k−1+i ||
j2−1∏
j=0

γi(j) || µ2 |m−j2+1 .

Therefore, the subsequences {x(k+1)m+i}∞m=−1, i = 1, 2, . . . , k+
1 are unbounded and the result follows.
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♦

Example (1) Figure 1 shows that if k = 2, a = 2.3, b = 1.3 and c = 1.5
(a − c < b), then the solution {xn}∞n=−3 with initial conditions x−3 = 8,
x−2 = 6, x−1 = −0.2 and x0 = 1.2 converges to 0.
Example (2) Figure 2 shows that if k = 2, a = 2.1, b = 1.2 and
c = 0.6 (a− c > b), then for the solution {xn}∞n=−3 with initial conditions
x−3 = −8, x−2 = 6, x−1 = −0.2 and x0 = −1.2, we have that the
subsequences {x4n+i}∞n=−1, i = 1, 2, 3, 4 are unbounded.

0 10 20 30 40 50

-10

-5

0

5

10

Figure 1: xn+1 =
2.3xnxn−2

−1.3xn+1.5xn−3

0 10 20 30 40 50

-100

-50

0

50

100

150

Figure 2: xn+1 =
2.1xnxn−2

−1.2xn+0.6xn−3

4. Case a− c = b

In this section, we study the case when a− c = b.

Theorem 4.1. Assume that {xn}∞n=−k−1 is a solution of equation (1.1)
such that (x0, x−1, . . . , x−k−1) /∈ F and let a − c = b. If α = −1, then
{xn}∞n=−k−1 is periodic solution with period 2(k + 1).

Proof. Assume that a− c = b. If α = −1, then θ = 0. Therefore,

x(k+1)m+i = x−k−1+i

m∏
j=0

a− c
θ( c

a
)(k+1)j+i − b

= (−1)m+1x−k−1+i, i = 1, 2, . . . , k + 1 and m = 0, 1, . . . .

It follows that

x(k+1)(m+2)+i = x−k−1+i

m+2∏
j=0

a− c
θ( c

a
)(k+1)j+i − b
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= (−1)m+3x−k−1+i = (−1)m+1x−k−1+i

= x(k+1)m+i, i = 1, 2, . . . , k + 1 and m = 0, 1, . . . .

This completes the proof. ♦

Theorem 4.2. Assume that {xn}∞n=−k−1 is a solution of equation (1.1)
such that (x0, x−1, . . . , x−k−1) /∈ F and let a − c = b. If α 6= −1, then
{xn}∞n=−k−1 converges to a period-2(k + 1) solution.

Proof. Suppose that {xn}∞n=−k−1 is a solution of equation (1.1) such that
(x0, x−1, . . . , x−k−1) /∈ F and let a− c = b. As

lim
j→∞

γi(j) = lim
j→∞

a− c
θ( c

a
)kj+i − b

= −1, i = 1, 2, . . . , k + 1,

there exists j3 ∈ N such that, γi(j) < 0, for all i = 1, 2, . . . , k + 1 and
j ≥ j3.
It follows that

|x(k+1)m+i| = |x−k−1+i||
m∏
j=0

γi(j)| = |x−k−1+i||
j3−1∏
j=0

γi(j)|
m∏
j=j3

|γi(j)|

= |x−k−1+i||
j3−1∏
j=0

γi(j)| exp (
m∑
j=j3

ln(|γi(j)|).

For all j ≥ j3, we can write

ln(|γi(j)|) = ln(−γi(j)) = ln(− a− c
θ( c

a
)(k+1)j+i − b

) = − ln(1−(θ
b
)(
c

a
)(k+1)j+i).

We shall test the convergence of the series
∑∞

j=j3
| ln(γi(j)) |.

Let aj = ln(|γi(j)|) = − ln(1 − ( θ
b
)( c
a
)(k+1)j+i) and bj = ( c

a
)(k+1)j. Then

for each i ∈ {1, 2, . . . , k + 1} we get

lim
j→∞

aj
bj

= lim
j→∞

− ln(1− ( θ
b
)( c
a
)(k+1)j+i)

( c
a
)(k+1)j

=
0

0
.

Using L’Hospital’s rule we obtain

lim
j→∞

aj
bj

= − lim
j→∞

(−θ
b
)( c
a
)(k+1)j+i ln( c

a
)(k + 1)

(1− ( θ
b
)( c
a
)(k+1)j+i)

/((
c

a
)(k+1)j ln(

c

a
)(k+1)) = (

θ

b
)(
c

a
)i.
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Therefore, the series
∑∞

j=j3
| ln(γi(j)) | is convergent.

It follows that there are k + 1 real numbers ρ1, ρ2, . . . ,ρk+1 such that

lim
j→∞
|x(k+1)m+i| = ρi , i = 1, 2, . . . , k + 1.

Now set limj→∞ x2(k+1)m+i = µi, i = 1, 2, . . . , k + 1.
Then we get

x2(k+1)m+k+1+i = x−k−1+i

2m+1∏
j=0

γi(j) = x2(k+1)m+iγi(2m+ 1).

It follows that µk+1+i = −µi, i = 1, 2, . . . , k + 1.
But for each 1 ≤ i ≤ k + 1, {x2(k+1)m+i}∞m=0 and {x2(k+1)m+k+1++i}∞m=0

are subsequences of {x(k+1)m+i}∞m=0, from which we get

|µi| = ρi, 1 ≤ i ≤ k + 1.

That is
µi = ρi or (−ρi), 1 ≤ i ≤ k + 1.

Without loss of generality, we can take

µi = ρi, 1 ≤ i ≤ k + 1.

Then the solution {xn}∞n=−k−1 converges to the period-2(k + 1) solution

{. . . , ρ1, ρ2, . . . , ρk+1,−ρ1,−ρ2, . . . ,−ρk+1, . . .}.

This completes the proof.
♦

Example (3) Figure 3 shows that if k = 3, a = 2.5, b = 1.8 and c = 0.7
(a − c = b), then the solution {xn}∞n=−4 with initial conditions x−4 = 2,
x−3 = −1.8, x−2 = −0.1, x−1 = −3.1 and x0 = 3.5 converges to a
period-8 solution.

5. Case a = b = c

We end this work by introducing the main results when a = b = c.
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Figure 3: xn+1 =
2.5xnxn−3

−1.8xn+0.7xn−4

Proposition 5.1. Assume that a = b = c. Then the forbidden set G of
equation (1.1) is
G =

⋃∞
n=0{(u0, u−1, . . . , u−k−1) ∈ Rk+2 : u0 = u−k−1(

1
n+1)} ∪

∪
⋃k
i=0{(u0, u−1, . . . , u−k−1) ∈ Rk+2 : u−i = 0}.

Theorem 5.2. Let x−k−1, . . . , x−1 and x0 be real numbers such that
(x0, x−1, . . . , x−k−1) /∈ G. If a = c, then the solution {xn}∞n=−k−1 of
equation (1.1) is

(5.1)

xn =



x−k
∏n−1

k+1

j=0
α

1−α((k+1)j+1)
, n = 1, k + 2, 2k + 3, . . . ,

x−k+1

∏n−2
k+1

j=0
α

1−α((k+1)j+2)
, n = 2, k + 3, 2k + 4, . . . ,
...

x−1
∏n−k

k+1

j=0
α

1−α((k+1)j+k)
, n = k, 2k + 1, 3k + 2, . . . ,

x0
∏n−(k+1)

k+1

j=0
α

1−α((k+1)j+k+1)
, n = k + 1, 2k + 2, 3k + 3, . . . ,

where α = x0
x−k−1

.

Theorem 5.3. Let {xn}∞n=−k−1 be a solution of equation (1.1) such that
(x0, x−1, . . . , x−k−1) /∈ G. If a = b = c, then {xn}∞n=−k−1 converges to 0.

Example (4) Figure 4 shows that if k = 3 and a = b = c, then the
solution {xn}∞n=−4 with initial conditions x−4 = 2, x−3 = −1, x−2 = −0.5,
x−1 = −5.1 and x0 = 3.5 converges to 0.
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Figure 4: xn+1 =
xnxn−3

−xn+xn−4
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